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Abstract

Abstract argumentation frameworks have played a
major role as a way of understanding argument-
based inference, resulting in different argument-
based semantics. In order to make such seman-
tics computationally attractive, suitable proof pro-
cedures are required, in which a search space of ar-
guments is examined to find out which arguments
are warranted or ultimately acceptable. This pa-
per introduces a novel approach to model warrant
computation in a skeptical abstract argumentation
framework. We show that such search space can be

2 An Abstract Argumentation Framework
with Dialectical Constraints

In this paper we are concerned with the study of warrant
computation in argumentation systems, with focus on skep-
tical semantics for argumentation. As a basis for our analysis
we will use an abstract argumentation framework (following
Dung’s seminal approach to abstract argumentaftioung,
1999) enriched with the notion afialectical constraint

Definition 1 [Dung, 199% An argumentation framewort is
a pair (”rgs, R), where2lrgs is a finite set of arguments aritlis
a binary relatiorR C 2drgs x Args. The notation(A, B) € R (or
equivalently.A R B) means thai4 attacksB.

defined as a lattice, and illustrate how the so-called
dialectical constraints can play a role for guiding
the efficient computation of warranted arguments.

A dialectical constraint imposes a restriction characteriz-
ing when a given argument sequencés valid in a frame-
work ®. An argumentation theory is defined by combining
an argumentation framework with a particular set of dialecti-
cal constraints. Formally:

Definition 2 Let ® = (/Args, R) be an argumentation framework.
A dialectical constraintC in the context of® is any functionC :

: : iness — {True, False}, whereLiness denotes the set of all
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ing in different argument-based semantics. In order to com- SR SR

pute such semantics, efficient argument-based proof proce- . .. _ . .
dures are required for determining when a given argurdent E)ef;?r't('gng C’?” @?;?2”22“22 ?rezgeg?;t{gﬁt f?gr]r?:\:\yoirplz 'zn g
is warranted. This involves the analysis of a potentially IargeDfj _ {’C e Cu}is a finitg (possibly empty) set afi-
search space of candidate arguments relatektipmeans of  otical C0r117Str821i7n.t‘S. Pk

an attack relationship. G H ( o). th ded role b C
. iven a theoryl' = (®,DC), the intended role is
s gg'es f% ?pﬁgﬂfnstegéfna Stc:';l \;%:?ﬁrgasigt?ig?%%;rgg S{j\erarfgavoidfalIaciousreasonindHaminn, 1970; Rescher, 197
n?entation framework \?Ve show that thepabove search s %Ub imposing appropriate constraints on argumentation lines
can be defined as a Ia.ttice and illustrate how some constrginl be considered rationalgcceptable It must be noted that
y full formalization for dialectical constraints is outside the

(called dialectical constraints) can play a role for guiding the cope of this work. We do not claim to be able to identify

efficient computation of warranted arguments. The rest of : :
this paper is structured as follows. Section 2 presents the bar ey one of such constraints either, as they may vary from

sic ideas of an abstract argumentation framework with dialecs, particular argumentation framework to another; that is
tical constraints Sectiong3 shows how so-called dialectica‘he reason whipC is included as a parametern
: Argument games provide a useful form to characterize

\t:lz(;zrsaﬁ?sn rt:aep:J esseedn:% g ?ta‘,jll)g: I;htﬁ Cseea}gcg : (F:)t?grf iov:/gc;wgll;g foof procedures for skeptical semantics in argumentation.
’ : uch games model defeasible reasoning as a dispute be-

different criteria which can lead to compute warrant more ef- : .
ficiently on the basis of this lattice characterization. FinaIIy,tWeen two partiesRtroponeniandOpponenbf a claim), who

in Sections 5 and 6 we discuss some related work and present 1gee an in-depth discussion[ifrakken, 2005
the main conclusions that have been obtained.

1 Introduction and Motivations



exchange arguments and counterarguments, geneuditing
logues A proposition@ is provably justified on the basis
of a set of arguments if its proponent hawianing strategy

Definition 6 Let T be an argumentation theory, and Jetind \’
be two acceptable argumentation lineginWe will say that\’ ex-
tendsX in T iff A=|\'],, for somek < | X | (i.e. A" extendsh iff

for an argument supportin@, i.e. every counterargument A is a proper initial argumentation segmentdy.

(defeater) advanced by the Opponent can be ultimately d
feated by the Proponent. Dialogues in such argument gam
have been given different names (dialogue lines, argument
tion lines, dispute lines, etc.). The set of all possible dialogues

e will say that) is exhaustivef there is no acceptable argumenta-
iign line X in T suchthaf A | < | X' |, and for somek, A = [\'],

7.e. AN such that extends in T'). Non-exhaustive argumentation
nes will be referred to apartial argumentation lines.

can also be suitably defined as a tree structure (called dialec-

tical tree or argument treé)ln the next subsection we extend
such definitions in the context of an argumentation theory.

2.1 Argumentation Line. Bundle set

Definition 4 Let T = (®,DC) be an argumentation theory.
An argumentation lineX in T is any finite sequence of argu-
ments [Ao, A1, ..., As] in Liness. A subsequence\’ =
[Ao, A1, Az, ..., Ak], k < n, will be called aninitial argumen-
tation segmenfor just initial segmenf in A\ of length &, denoted
[A] .- Whenk < n we say that\’ is aproper initial segmenin .

We will say thatX is rooted in.Ao, writing | A | = s to denote
that A hass arguments. We will also writ€ines 4 to denote the set
of all argumentation lines rooted iA in the theoryT'.

Example 1 Consider a theonyl" = (®,DC), with DC = ),
where the seflrgs is {Ao, A1, A2, A3, A4 }, and assume that
the following relationships hold:4; defeatsA,, A> defeatsAy,
As defeatsAy, A4 defeatsA;. Three different argumentation lines
rooted inAp can be obtained, namely; = [Ao, A1, As ], A2 =
[Ao, A1, A2 ], andAs = [Ay, Az ]. In particular,| A |, = [Ao, A1)

is an initial argumentation segmentin.

Example 2 Consider a theor§” = (®, DC) where the sefltgs
is { Ao, A1 }, and assume that the following relationships holg:
defeatsA;, and.4; defeats4,. An infinite number of argumenta-
tion lines rooted indy can be obtained (e.g\1 = [Ao ], A2 = [Ao,
Ai ], A3 =[Ao, A1, Ao ], Aa =[Ao, A1, Ao, A1 ], etc.).

Remark 1 Note that from Def. 4, given an argumentation [k,
Ai, Az, ..., A, ] every subsequendel;, A; 11, ... Ai1x] with 0 <

Example 4 Consider the theor{ presented in Ex. 1. Theh,
A2 and A3 are exhaustive argumentation lines whergas|, is a
partial argumentation line. In the case of the the@tyin Ex. 2,
the argumentation line, extendsA;. Argumentation lineXs is
exhaustive, as it cannot be further extended on the bagi® wfith
the dialectical constraint introduced in Ex. 3.

We will distinguish the setS = {A1, A\a,..., A} of all
argumentation lines rooted in the same initial argument and
with the property of not containing lines that are initial sub-
sequences of other lines in the set.

Definition 7 Given a theoryT, a setS = {\1, A2, ..., An} Of
argumentation lines rooted in a given argumdndenotedS 4, is a
bundle setwrt T'iff AX;, A; € S4 such that\; extends);.

Example 5 Consider the theory” = (®,DC) from Ex. 1, and
the argumentation lines;, A2, andAs. ThenS 4, = {A1, A2, Az}
is a bundle set of argumentation lines Wikt

2.2 Dialectical Trees

A bundle setS 4 is a set of argumentation lines rooted in a
given argumentd. Such set can be thought of as a tree struc-
ture, where every line corresponds to a branch in the tree.
Formally:

Definition 8 Let T be a theory, and letl be an argument iff",
and letS4 = {1, A2, ..., A\n} be a bundle set of argumentation
lines rooted inA. Then, thedialectical treerooted in.4A based on
S 4, denotedZ 4, is a tree structure defined as follows:

1) The root node of 4 is A;

i,i+k < nis also an argumentation line. In particular, every initial 2) | et F={tail()), for every\ € S 4}, andH={head (), for every

argumentation segment is also an argumentation line.

Intuitively, an argumentation ling is acceptable iff it sat-
isfies every dialectical constraint of the theory it belongs t
Formally:

Definition 5 An argumentation line\ is acceptablewrt T =
(®,DC) iff C;(A\) = True, VC; € DC.

A E F}.4 If H = 0 then74 has no subtrees. Otherwise Af =
{Bi,...,B}, then for every3; € H, we definegetBundI¢B;) =

ofA € F' | head(X) = Bi}. We put73, as an immediate subtree of

A, where7p, is a dialectical tree based getBundl¢B;). We will
write Tree , to denote the family of all possible dialectical trees
based on/(é.t We will represent aree,. the family of all possible
dialectical trees in the theof#.

In what follows, we will assume without loss of gener- Example 6 Consider the theory’ = (&, DC) from Ex. 1. In that

ality that the notion of acceptability imposed by dialecti-

cal constraints is such that X is acceptable wrt a theory
T = (9,DC), then any subsequence bfs also acceptable.

Example 3 Consider the theoryT’ in Ex. 2, and assume that
DC={C;}, with C, = {repetition of arguments is not allowgc®
Then\; and)\. are acceptable argumentation line§n but s and
A4 are not.

2For in-depth discussion s¢rakken and Vreeswijk, 2002
®Note that this corresponds to a functi@® (\) = True iff
AAi, Aj in X such thatd; =A;, andFalse otherwise.

theory it holds thatS.4, = {1, A2, A3} is a bundle set. Fig. 1(a)
shows an associated dialectical tiEg, .

Clearly, Definition 8 induces an equivalence relation on the
set of allTree ,. Formally:

Definition 9 Let T be a theory, and leEree , be the set of all
possible dialectical trees rooted in an argumdnin 7. We will

say that7 4 is equivalent to7;, denoted7 4 =, 7 iff they are
obtained from the same bundle $&jf.

“The functionshead(-) andtail(-) have the usual meaning in list
processing.



Definition 12 A dialectical treeZ 4 will be calledexhaustiveff it

(a) (c) D
Ao Ao is constructed from the sé&t, of all possible exhaustive argumen-
N\ D/\ u tation lines rooted ind, otherwiseZ 4 will be calledpartial.
A A Al A
/\ /\ The exhaustive dialectical tree for any argumdntan be
A A, A proven to be unique.

(o) ) (@ 4o Proposition 3 Let T be a theory, and letl be an argument iff".
Ag 0 Then there exists a unique exhaustive dialecticalfrgén 7" (up to
an equivalence wes, as given in Def. 9)
Acceptable dialectical trees allow to determine whether the
root node of the tree is to be accepted (ultimateigefeateli
AV QY A A or rejected (ultimateldefeated A marking functionpro-
vides a definition of such acceptance criterion. Formally:

Definition 13 Let T be a theory. A marking criterion fdF is a
functionMark : Tree,, — {D,U}. We will write Mark(T;) = U
(resp.Mark(7;) = D) to denote that the root node @f is marked
asU-node (respD-node).

, , Several marking criteria can be defined for capturing skep-
Given an argument, there is a one-to-one CoIrespon- tica| semantics for argumentation. A particular criterion

dence between a bundle s1 of argumentation lines rooted (which we will later use in our analysis for strategies for com-
in A and the corresponding equivalence class of dialectic uting warrant) is theand-or markingof a dialectical tree,
trees that share the same bundle set as their origin (as spegjnich corresponds to Dung’s grounded semanfidang,
fied in Def. 8). Each member of an equivalence class repre;ggg
sents a different way in which a tree could be built. Each par-_ _ _
ticular computational method used to generate the dialectica?€finition 14 Let T be a theory, and IeT4 be a dialectical tree.

tree from the bundle set will produce one particular membey! '€ and-or marking of 4 is defined as follows:
on the equivalence class. 1) If 74 has no subtrees, théark(7 4) = U.

2) If T4 has subtreeds, ..., 7x then a)Mark(74) = U iff

L Mark(7Z;) = D, foralli = 1...k. b)yMark(74) = D iff 3 7;
Definition 10 Let T be an argumentative theory, and &t be  sych thaMark(7;) = U, for somei = 1.. . k.

a bundle set of argumentation lines rooted in an argurnerf -

T. We define the mappind : p(Lines4) \ {0} — Treea as Proposition 4 Let T be a theory, and Ief4 be a dialectical tree.
T(S4) =der Ta, WhereTree 4 is the quotient set oFree 4 by =, The and-or marking defined in Def. 14 assigns the same mark to alll

and74 denotes the equivalence classof. the members of 4.

N u D
AP A A A

Figure 1:(a)Exhaustive dialectical treEy4, for Ex. 6; (b)resulting
tree after applying and-or marking (Def.14);(c)—(d) two other ex-
haustive dialectical trees belonging to the equivalence dlags

Definition 15 LetT be an argumentative theory althrk a mark-

Proposition 1 For any ar%umerm in an argumentative theof#, ing criterion forT". An argumentA is awarranted argumenfor just
the mappindT is a bijection? awarrant) in T iff the exhaustive dialectical treg is such that
Mark(74) = U.

As the mappindl is a bijection, we can also define the
inverse mappin® =q; T~ *. In what follows, we will use
|nd|st|nptly aset notation(a bundle set qf argumentation lines applying Def. 14, showing that, —the root of s, — is an ultimately
rooted in an argumend) or atree notation(a dialectical tree  joteated argument, i.8/ark(Ta, ) — D. HenceA, is not a war-

L 0 .

rooted in.A), as the former mappingsandT allow Us t0 g0 ranted argument. Fig. 1(c)—(d) shows two marked dialectical trees
from any Of these notations to the Other. be|onging to the same equiva|ence C|ﬁ'§§ .

Example 7 Consider the exhaustive dialectical trég, in Ex. 6
shown in Fig. 1(a). Fig. 1(b) shows the corresponding marking by

Proposition 2 Let T be a theory, and 4 a dialectical tree ifT". 3 Warrant Computation via Dialectical Trees
. y . .
g_h'ls” It hf'ds that any subtre®, of 7, rooted inA, is also @ our main concern is to model warrant computation in skepti-
lalectical tree wrtl". cal argumentation frameworks, and in such a case tree struc-
2.3 Acceptable dialectical trees tures Ignd themselyes naturally to |mplementat|9n. In fact,
o _ _ _ _ some implementations of skeptical argumentation systems
Definition 11 Let T be a theory. A dialectical tre@, in T is (e.g. DelL. P Garda and Simari, 20(]4} rely on tree structures
acceptabldff every argumentation line in the associated bundle Set(such as dialectical trees) which can be computed by perform-
S(74) is acceptable. We will distinguish the subSeftee 4 (resp. . . )
A%Zreer) of all acceptable dialectical trees®tee 4 (resp.Zreer). ing backward chaining at two levels. On .the one hand, ar
guments are computed by backward chaining from a query

As acceptable dialectical trees are a subclass of dialectic4goal) using a logic programming approach (e.g. SLD reso-
trees, all the properties previously shown apply also to themjution). On the other hand, dialectical trees can be computed
In the sequel, we will just write “dialectical trees” to refer to by recursively analyzing defeaters for a given argument, de-

acceptable dialectical trees, unless stated otherwise. featers for those defeaters, and so on. In particular, in more
complex and general settings (such as admissibility seman-

®Proofs not included for space reasons. tics) dialectical proof procedures have been develdperhg



et al, 2004 using a similar strategy to compute warranted
belief.

In our abstract model the process of building an arbitrary
dialectical tree7 4, can be thought of as@mputatiorstart-
ing from an initial tree (consisting of a single node) and
evolving into more complex trees by adding new arguments
(nodes) stepwise. Elementary steps in this computation can
be related via a precedence relationshiff &mong trees:

Definition 16 Let T be a theory, and lef4, 74 be acceptable
dialectical trees rooted in an argume#t We define a relationship
C C Tvee, x Tree,. We will write 74 C 74 wheneverT} can
be obtained fron¥ 4 by extending some argumentation likén 74
by exactly one argument. As usual, we Witg =7 iff 74 = T4
or T4C 7. We will also write74 T, 7}, iff there exists a (possibly
empty) sequenc@;, 7z, ..., 7y S.t. 74 = T1C...CT, = 7.

Every dialectical tre€; can be seen as a ‘snapshot’ of the
status of a disputation between two parties (proponent and op-
ponent), and the relationship-" allows to capture all possi-
ble evolutions of a given disputatiénin particular, note that
for any argumentative theory, given an argument the
ordered sefZree ,,C.) is a poset, where the least element is
A and the greatest element is the exhaustive dialectical tree
T4. From Def. 16 the notion of exhaustive dialectical tree
can be recast as follows: A dialectical tréds exhaustive iff
there is ndZ; # 7; such thatl; C 7;.

We are now concerned with the following questiatan
we enumerate all possible ways of computing the exhaustive
dialectical tree7 4 rooted in a given initial argumentl? The
answer is yes. In fact, as we will see in the next definitions,
we can provide a lattice characterization for the space of all
possible dialectical trees rooted in a given arguméioh the
basis of two operationgpin of dialectical trees\) (result-
ing in a new tree corresponding to the ‘union”Bf and7y)
and meet of dialectical trees) (resulting in a new tree cor-
responding to the “intersection” @ and7;). Formally:

Exhaustive
Dialectical

Tu Initial

argument

Seltled,, /]:4 Ezhaustive dialectical tree

Settled dialectical trees

Minimal

X Minimally settled
Optimal , dialectical tree
Optimally settled
dialectical tree

A

Figure 2:Lattice for all possible dialectical trees rooted in an argu-
ment.A, (Example 8) (top) and search space for computing dialec-
tical trees rooted itd (bottom)

Example 8 Consider the theor¥ from Ex. 1, and the exhaustive

Definition 17 LetT be an argumentative theory, andTetand7z
be dialectical trees rooted id. We define theneetandjoin of 7;
and7;, (written7; A 73 and7; V 73) as follows:

e )\ is an argumentation line iff; v 75 iff 1) A € 77 and there is

dialectical tree rooted iy shown in Ex. 6. The complete lattice
associated with4, is shown in Fig. 2.

no X € T such that\’ extends ), or 2) A\ € T; and there isno 4 Computing Warrant Efficiently

N € 77 such that\” extends .

e ) is an argumentation line i, A T2 iff A= [A1], = [X2],, for
somek > 0 such that\; € 73 and)\2 € 75 and there is nd\’ that
extends\ satisfying this situation.

We have shown that given an argumentative thdarfor any
argumentA in T there is a latticéATree 4, V, A) whose bot-
tom element is a dialectical tree with a single node (the ar-
gumentA itself) and whose top element is the exhaustive

For any argumentation theofly the set of all possible ac- dialectical treeZ. In that lattice, whenevef, = T;V7j itis

ceptable dialectical trees rooted in an argumdnt 7' can
be conceptualized as a lattice. Formally:

Lemmal Let A be an argument in a theor§, and let
(AZrees, C) be the associated poset. Th@fTreeq,V,A) is a

lattice. . . .
élven the latticgRATree 4, V, A), we will write Tj to de-

the case thal; =7, and7; 7.

In Fig. 2(top) corresponding to Example 8 we can see
that for dialectical tree§9; and 73, it holds thatMark(73) =
Mark(7Z3) = D (assuming thalark is defined as in Def. 14).
Clearly, it is the case that any trédgewhere7,C7; or 73C7;
satisfies thaMark(7Z;) = D. In other words, whichever

note the bottom element of the lattice (i.e., the dialectical treés the way the treeZ; (or 73) evolves into a new tree in
involving only A as root node) and] to denote the top (ATreeq,,V,A) it turns out that the associated marking re-
element of the lattice (i.e., the exhaustive dialectical tree). mains unchanged. We formalize that situation as follows:

®Note however that; C 7; does not imply that one party has Definition 18 Let T be an argumentation theory, and &t be a

advanced some argumentdnand the other party has repliedn.
Thus our framework provides a setup to defuméque-and multi-
move protocolss defined by PrakkeiPrakken, 2006

dialectical tree, such that for eve®y, evolving from74 (i.e., T
C.7) it holds thatMark(74) = Mark(7). Then74 is asettled
dialectical treein T'.



(argument) is computed. In other words, depth-first search

Now we have a natural, alternative way of characterizing Warna’[urally favors the computation of settled dialectical trees.

rant.

Proposition 5 Let T" be a theory, and le#l be an argument iff". _ o . .
ThenA is a warrant wri iff Mark(74) = U, whereZ 4 is a settled Example 10 Consider the marked dialectical trees in Fig. 1(right)
dialectical tree. belonging to the same equivalence cldsg (Ex. 7). Then depth-

; ; ; ; first computation using: — 3 pruning will perform better on the tree
Clearly, computing settled dialectical trees is less expen: Fig. 1(d) than on the tree in Fig. 1(c), as in the first case, only wo

. . . . . |
sive than computing ex'haustlve. dialectical trees, as feWerEodes need to be explored to obtain the final marking of the #ge (
_nodes (arguments) are involved in th_e former case. FoIIowéndA3)y whereas in the second case four nodds, (A:, A and
ing Hunter's approaciiHunter, 2004, in what follows we 4 4) need to be traversed.

will formalize the costof computing a dialectical tree as a

functioncost : Tree,, — R. As explained ifHunter, 2004, The natural question that arises next is how to compute

several issues can be considered when computing such cosiinimally settled trees Given a theoryl' = (®,DC), it

For simplicity, in our formalization we will assume thaist  turns out that the set of dialectical constraili€ can help

is linearly related to the number of nodes in a dialectical treeto provide a way of approximating such minimally settled

such thatost(7) = C « Node$7), whereNodeg-) stands for  trees, based on the fact that in depth-first searchotder

the number of nodes in a tree. in which branches are generated is important: should shorter
The next definition refines the class of settled dialecticabranches be computed before longer ones, then the resulting

trees by distinguishing those trees involvimgjfew arguments  search space can be proven to be smaller on an average search

as possiblén order to determine whether the root of the treetree[Chesievaret al, 2005. Usuallyheuristicsare required

is ultimately a warranted argument according to the markingo anticipate which branches are likely to be shorter than the

procedure. From the many possible minimally settled dialecaverage. Constraints iDC can help provide such kind of

tical trees rooted in a given argumedt a dialectical tre€/  heuristics. In this setting, heuristics for efficient computation

is optimally settledf A 7" that is less expensive than of dialectical trees can be understood as functions which im-

prove the associated dialectical proof procedwyréending to

Definition 19 A dialectical tree7 is aminimally settled dialectical . ;
approximate optimally settled trees.

treeiff there is no7 7 such that7’ is a settled dialectical tree. A

dialectical tree7 is anoptimally settled dialectical tredf 7is mi[1i- Example 11 In DeLP the seDC includes as a constraint thart:

mally settled, and for any other settled tfB& cost(7) < cost(7"). guments advanced by the proponent (resp. opponent) should not
Example 9 Consider the theor§” from Ex. 1, and the complete pe contradictoryin any argumentation line. The following heuris-
lattice (AT ree,, V, A) shown in Fig. 2 (top). Theflz and7s are tics [Chedievaret al, 2009 can be shown to favor the computation
minimally settled dialectical trees. of shorter argumentation lines when applying depth-first search in

Let Gettled 4, Minimal4 and Optimal , be the sets of the context of DeLPif the current argument4, is a leaf node in

A - - . a dialectical tree7, and has different candidate defeatets, A-,
all settled, minimally settled and optimally settled dialecti- ..., Ar, then theA; which shares as many literals as possible with

cal Frees for an grgumerm, resp. Clearly, it holds that Ao should be chosen when performing the depth-first computation
Optimaly € Minimaly C Gettleds C ATvees.The sets  of T4,- Thus, while depth-first computation of dialectical trees fa-

Gettled 4, Minimal 4 andOptimal 4 can be identified in any  vors naturally the construction of minimally settled dialectical trees,
lattice (AT ree 4, V, A), as shown in Fig. 2 (bottom). The bor- by applying this heuristics an approximation to optimally settled di-

derline on top of the lattice denotes all possible minimallyalectical trees is obtained.

settled dialectical tre€®, . . ., 7}, rooted in.A. Some of such o )

trees in that set may be optimal. Any dialectical tree tha#t.2 Relevance in Dialectical Trees

evolves from settled dialectical tre@s, ..., 7, willbe alsoa | [Prakken, 200lLthe notion ofrelevancewas introduced
settled dialectical tree. In particular, the exhaustive dialecticajn the context of argument games and the characterization of
tree is also settled. protocols for liberal disputes. According fBrakken, 200],

. . . - a move is relevant in a dispui® iff it changes the disputa-
4.1 Dialectical Constrallnts (ReVISIteQ) _ _tional status ofD’s initial move. In our context, dialectical

As we have analyzed previously, the lattice associated witlrees correspond to such disputes. In the setting presented
any argument4 accounts for the whole search space for de-in [Prakken, 200l moves are performed by both parties in-
tecting if A is warranted. To do so it is not necessary tovolved in a dispute (Proponent and Opponent).

compute the exhaustive dialectical tree rooteddinrather, Interestingly, there is a clear relation between minimally
it suffices to focus search on settled dialectical trees, as theyettled dialectical trees and this notion of relevance, as the
involve less nodes and are consequently more efficient. Whefiotion of extending an argumentation line by one argument

determining whether a conclusion is warranted, argument(as introduced in Def. 16) can be recast as performing a move.
based inference engines are supposed to compute a sequence

OT dialgctical treesl, T, A 7x such th,amc is a S?“'ed Definition 20 LetT = (®, DC) be an argumentation theory, and
dialectical tree. For skeptical argumentation semantics, mfer,@tTA1 , T, be acceptable dialectical trees. We will say that there is

ence engines like DeL[?quo'a and Simari, 20d415_edepth- amoveM from T4 to T/, denoted adove(T, T4), iff T =T
first searchto generate dialectical trees for queries and de-

termine if a given literal is warranted. Such search can be 7The notion of relevance as well as some interesting properties
improved by applyingx — 5 pruning, so that not every node were further studied and refinggrakken, 200b



It must be remarked that a proper conceptualization of mo\,@_otion of dialectipal tree can be used con_structively to model
in argumentation demands more parameters, such as identifgifferent stages in the process of computing warranted argu-
ing the argumentation line in which a argument is introducedments. We have also shown how the process of computing
who is the player (Proponent or Opponent) making the movevarrant can be recast into computing dlalect'lcal trees within
etc. Such an approach has been formalizedPrakken, @ lattice, |I_Iu_strat|ng h_oyv dialectical constraints can play a
2001; 200%. Our approach in this case is intentionally over- role for guiding an efficient computation of warranted I|t_er—
simplified, as it just aims to relate the notion of relevance®!S: Part of our future work is related to studying theoretical
and the notion of minimally settled dialectical trees. In fact,Properties of the proposed framework, analyzing their inci-
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