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Abstract. Abstract argumentation frameworks have played a major role as a way
of understanding argument-based inference, resulting in differgatreent-based
proof procedures. We will provide an abstract characterization ofiéineant con-
struction in the context of Skeptical Argumentation Frameworks. Oftereifitth
erature an argument is regarded as an explanation as well as a faupmirt

for a claim, and this argument is evaluated to decide if the claim is accepted.
The concept of explanation has received attention from differeasareArtifi-

cial Intelligence, particulary in the Knowledge-Based Systems comm@ritly.

a few of them consider explanations in relation with argument systemsisin th
paper, we propose a type of explanation that attempts to fill this gap prgvadin
perspective from the point of view of argumentation systems.

1 Introduction and Motivations

Lately, interest in argumentation has expanded at inarggmce, driven in part by the-
oretical advances but also by successful demonstraticsutfstantial number of prac-
tical applications, such as multiagent systems [17, 1hllegasoning [18], knowledge
engineering [4], and e-government [2], among many otherghis context, abstract
argumentation frameworks [9] have played a major role as a efaunderstanding
argument-based inference, resulting in different argurbased semantics. The final
goal of such semantics is to characterize which are thenatiojustified (orwar-
ranted) beliefs associated with a given set of arguments.

Dialectical analysis in argumentation involves the exgtimn of anargument search
spacein order to provide a proof-theoretic characterization mfaagument-based se-
mantics. Dialectical proof procedures provide the medrarfor performing compu-
tations of warranted arguments, traversing this argumeartck space by generating
tree-like structures (called argument trees [3] or diaettrees [11, 7] in the litera-
ture). We will provide an abstract characterization of trernant construction in the
context ofSkeptical Argumentation Frameworks

From another point of view, often in the literature an argutrie regarded as an
explanation for a claim that is represented by a literal.t Thathe claim which is be-
ing explained is put under discussion, and only after evalgats support it will be
accepted or not. The role of explanations has receivedtattefiom several areas of
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Artificial Intelligence —especially in the expert systenosmenunity [15, 20, 12]. A few
of them consider explanations in relation with argumentesys [16]. In belief revision,
the role of explanations has also been studied [10]: new ledye is accompanied by
an explanation, which is used (when needed) to resolve gistamcy with the agent’s
current beliefs. The piece of knowledge having the “bespilaxation is the one that
prevails, and is accepted as a new belief.

We will focus our discussion on those explanations that gieenecessary infor-
mation to understand the warrant status of a literal. Sinee@nsider only skeptical
argumentation systems based on a dialectical proof proegcae studydialectical ex-
planations(from now on,d-Explanations). Although we consider arguments as an ex-
planation for a literal, we are interested in obtaining tbmplete set of dialectical trees
that justify the warrant status of that literal. We show hip&xplanations can be a use-
ful tool to comprehend and analyze the interactions amoggraents, and for aiding
in the encoding and debugging of the underlying knowledgeb&everal examples,
generated with an implemented system that returns, forengjuery, both the answer
and the associatedExplanation, are given throughout the paper.

An interesting review about explanations in heuristic ekpgstems is given in [15],
which offers the following definition: “.explainingconsists inexposing somethinig
such a way that it isinderstandabldor the receiver of the explanation —so that he/she
improves his/her knowledge about the object of the explanatandsatisfactoryin
that it meets the receiver's expectations.” In our approaghexplainthroughexpos-
ing the whole set of dialectical trees related to the querienldit This information is
understandablérom the receiver’s point-of-view, because all the argutadnilt, their
statusesi(e., defeated/undefeated), and their interrelations areattplshown. This
type of information would besatisfactoryfor the receiver, because it contains all the
elements at stake in the dialectical analysis that supfoetanswer.

An empirical analysis about the impact of different typesesplanations in the
context of expert systems is given in [20] which offers a tggy that includes: 1)
trace: a record of the inferential steps that led to the conclusB)rjustification: an
explicit description of the rationale behind each infelardtep; and 3¥trategy:a high-
level goal structure determining the problem-solvingtsyg used. In this typology, the
authors claim that their empirical analysis have shown thatmost useful type of
explanation is “justification”. Ouf-Explanations match both the “justification” and the
“strategy” types. That is)-Explanations give not only the strategy used by the system
to achieve the conclusion, but also the rationale behint aegument supporting that
conclusion as it is clearly stated in the correspondingediidal tree.

We agree with [16], in thdtargumentation and explanation facilities in knowledge-
based systems should be investigated in conjunctibh&refore, we propose a type of
explanation that attempts to fill the gap in the area of exgtlans in argument systems.
Our approach is to provide a higher-level explanation in & that the whole context
of a query can be revealed. The examples given will stressthint.

The rest of this paper is structured as follows. Next, we prifisent the basic ideas
of an abstract argumentation framework with dialecticaistmints, which includes
several concepts common to most argument-based formaligmes, we will present
an abstract characterization of explanation along withraciegte reification based on
Defeasible Logic Programming @.P).
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2 An Abstract Framework with Dialectical Constraints

Abstract argumentation frameworks [9, 13] are formalisorsriodelling defeasible ar-
gumentation [19, 5] in which some components remain unfipdciln this paper we
are concerned with the study of warrant computation in aspuation systems, with
focus on skeptical semantics for argumentation. As a basisur analysis we will use
an abstract argumentation framework (following Dung’s seinapproach to abstract
argumentation [9]) enriched with the notiondilectical constraintwhich will allow
us to model distinguished sequences of arguments. Thaingsuxtended framework
will be called anargumentation theory

Definition 1 (Argumentation framework). [9] An argumentation framework is
a pair (/Args, R), where2lrgs is a finite set of arguments alis a binary relation be-
tween arguments such tHatC Args x Args. The notation(.A, B) € R (or equivalently
AR B) means that4 attackss.

Given an argumentation framewogk = (2rgs, R), we will write Linesg to de-
note the set of all the singleton sequenfdswith A € 2rgs and all possible finite
sequences of argumerjtd, . . ., Ax], with & > 1, such that for any pair of arguments
A;, A1 itholds that4,; ;1 R A;, fori = 0 to k. Argumentation lines define a domain
onto which different constraints can be defined. As suchtcainss are related to se-
quences which resemble an argumentation dialogue betwaeepdrties, we call them
dialectical constraintsFormally:

Definition 2 (Dialectical Constraint). Let® = (rgs, R) be an argumentation frame-
work. Adialectical constrainC in the context of® is any functionC : Linesg —
{True, False}. A given argument sequengec Linesg satisfiesC in & whenC(\) =
True.

An argumentation theory is defined by combining an arguntiemdramework with a
particular set of dialectical constraints. Formally:

Definition 3 (Argumentation Theory). Anargumentation theory' (or justtheony) is
apair (¢, DC), whered is an argumentation framework, ai®iC = {C,, C,, ..., Cy}
is a finite (possibly empty) set dfalectical constraints

Given a theonyl’ = ($,DC), the intended role oDC is to avoidfallaciousrea-
soning by imposing appropriate constraints on argumemtédities to be considered ra-
tionally acceptable Such constraints are usually defined on disallowing aerteves
which might lead to fallacious situations. Typical consttato be found inDC are
non-circularity (repeating the same argument twice in an argumentationdifeebid-
den),commitmen{parties cannot contradict themselves when advancingragts),
etc. It must be noted that a full formalization for dialeaticonstraints is outside the
scope of this work. We do not claim to be able to identify evamg of such constraints
either, as they may vary from one particular argumentatiaméwork to another; that
is the reason wh¥DC is included as a parameterin’

! In this respect a similar approach is adopted in [14], where diffefeatacterizations of con-
straints give rise to different logic programming semantics.
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2.1 Argumentation Lines

As already discussed before, argument games provide al dsgfuto characterize
proof procedures for argumentation logics.Such games hdedieasible reasoning as a
dispute between two partieBroponentandOpponenbf a claim), who exchange argu-
ments and counterarguments, generatiredogues A proposition@ is provably justi-
fied on the basis of a set of arguments if its proponent haimaing strategyfor an ar-
gument supporting), i.e. every counterargument (defeater) advanced by theQ@pp
can be ultimately defeated by the Proponent. Dialoguescéh amgument games have
been given different names (dialogue lines, argumentditi@s, dispute lines, etc.). A
discussion on such aspects of different logical modelsgidiment can be found in [5,
19]. The abstract framework presented in this section isdas the results presented
in [6] and [8].

Definition 4 (Argumentation Line). LetT be an argumentation theory. Aargumen-
tation lineX in T is any finite sequence of argumefis), A, ...,.A,] such that every
A; attacksA;_1, for 0 < i < n. If Ay is the first element in\, we will also say that
is rooted in4,. We will also write] A | = n to denote that hasn arguments; we will
also say that théengthof X is n.

Definition 5 (Initial Argumentation Segment). Let 7" be an argumentation theory
andleth = [Ag, A4, ...,A,] beanargumentation line in T. Theh = [Ap, A1, ..., Ax]
will be called aninitial argumentation segmeint A of lengthk, k < n, denoted A |,
Whenk < n we will say that\’ is a properinitial argumentation segment in. We
will use the terminitial segmentto refer to initial argumentation segments when no
confusion arises.

Example 1.Consider a theoryl’ = (&, DC), with DC = (, where the sefltgs is
{Aog, A1, Aa, A3, A4 }, and assume that the following relationships hold: attacks
Aq, Ay attacksAg, As attacksAg, A4 attacksA;. Three different argumentation lines
rooted in4, can be obtained, namely; = [Ag, A1, A4 ], A2 = [Aog, A2 ], A3z = [Ao,
Ajs ]. In particular, | A; |, = [Ao, A1] is an initial argumentation segmentin.

Example 2.Consider a theor{” = (&, DC) where the sefltgs is {Ag, A; }, and
assume that the following relationships hold; attacks.A;, and.A; attacksAy. An
infinite number of argumentation lines rooted.Ay can be obtained (e.9y = [Ap ],
Ao = [.Ao, A ], A3 = [.Ao, Ai, Ao ], Ay = [.Ao, Ai, Ag, Ar ], etc.).

Remark 1.Note that from Def. 4, given an argumentation lip&,, A, Az, ..., A,]
every subsequendel;, A; 1, ... A;+x] with 0 < ¢ < n — k is also an argumentation
line. In particular, every initial argumentation segmendlso an argumentation line.

Intuitively, an argumentation ling is acceptable iff it satisfies every dialectical
constraint of the theory it belongs to. Formally:

Definition 6. Given an argumentation theoffj = (¢, DC), an argumentation line\
is acceptablevrt T iff \ satisfies every € DC.
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In what follows, we will assume that the notion of accepifpimposed by dialec-
tical constraints is such that X is acceptable wrt a theorfy = ($,DC), then any
subsequence df is also acceptable.

Assumption 1 If X is an acceptable argumentation line wrt a thedry= ($,DC),
then any subsequence ofs also acceptable wit'.

Example 3.Consider the theor§” in Example 2, and assume tHBIC={ Repetition
of arguments is not allowedl. Then)\; and )\, are acceptable argumentation lines in
T', whereas\; and )\, are not.

Definition 7 ()’ extends)). Let T be an argumentation theory, and I&tand \’ be
two argumentation lines ifi’. We will say that\’ extends\ in " iff A= | X[, , for some
k < |\ |, thatis,\" extends\ iff A is a proper initial argumentation segment bt

Definition 8. LetT" be an argumentation theory, and letbe an acceptable argumen-
tation line in7". We will say that\ is exhaustivef there is no acceptable argumentation
line ' in T" such that| A | < | X" |, and for somet, A = |\'],, that is, there is no\’
such that\’ extends\. Non-exhaustive argumentation lines will be referred tpagial
argumentation lines.

Example 4.Consider the theor{" presented in Example 1. Then, A, and A3 are
exhaustive argumentation lines whereas |, is a partial argumentation line. In the
case of the theor§” in Example 2, the argumentation ling extends\;. Argumenta-
tion line )\, is exhaustive, as it cannot be further extended on the b&4is with the
dialectical constraint introduced in Example 3.

Definition 9. Given a theoryT, a setS = {1, Ag, ..., A\, } of argumentation lines
rooted in a given argument, denotedS 4, is called abundle setvrt 7' iff there is no
pair A;, A; € S 4 such that\; extends);.

Example 5.Consider the theory’ = (¢, DC) from Example 1, and the argumentation
lines\i, Ao, and)s. ThenSA0 = {\1, A2, A3} isabundle setwiT".

2.2 Dialectical Trees

A bundle setS 4 is a set of argumentation lines rooted in a given argumer8uch set
can be thought of as a tree structure, where every line qoness to a branch in the
tree. Formally:

Definition 10 (Dialectical tree).Let T be a theory, and le#d be an argument i7",
and IetSA = {1, A2, ..., A\, } be an acceptable set of argumentation lines rooted in
A. Thedialectical treeooted in.A based on5 4 (denotedZ 4) is a tree-like structure
defined as follows:

1. The root node of 4 is A.
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2. LetF={tail()), for everyA € S 4}, and H={head()), for every\ € F}.2
If H = ( then7 4 has no subtrees.
Otherwise, ifHf = {By, ..., By}, then for every3; € H, we define

getBundl€;) = {\ € F | head(\) = B;}

We put7p, as an immediate subtree g, where7, is a dialectical tree based on
getBundIgB;).
We will write Ttee , to denote the family of all possible dialectical trees basad4.
We will represent aSree.. the family of all possible dialectical trees in the thedry

Example 6.Consider the theory’ = (¢, DC) from Example 1, and the acceptable set
S4, from Example 5. Fig. 1(a) shows the associated exhaustitedical tree7 ..

The above definition shows how to build a dialectical treefebundle set of argu-
mentation lines rooted in a given argument. It is importamtdte that the “shape” of the
resulting tree will depend on the order in which the subtaesattached. Each possi-
ble order will produce a tree with a different geometric cgafation. All the differently
conformed trees are nevertheless “equivalent” in the steragé¢hey will contain exactly
the same argumentation lines as branches from its rootl@aies. This observation is
formalized by introducing the following relation which che trivially shown to be an
equivalence relation.

Definition 11. Let T be a theory, and Ie‘EteeA be the set of all possible dialectical
trees rooted in an argumemd in theoryT". We will say that7 4 is equivalent thv’4,

denoted’ 4 =, 7}1 iff they are obtained from the the same bundle$gtof argumen-
tation lines rooted inA4.

Given an argumentl, there is a one-to-one correspondence between a bundle set
S 4 of argumentation lines rooted id and the corresponding equivalence class of
dialectical trees that share the same bundle set as thgiin ¢ais specified in Def. 10). In
fact, a dialectical tre@ 4 based orb 4 is justan alternative wayf expressing the same
information already present if 4. Each member of an equivalence class represents
a different way in which a tree could be built. Each particdamputational method
used to generate the tree from the bundle set will producepariecular member on
the equivalence class. In that manner, the equivalenceorlaill represent a tool for
exploring the computational process of warrant and as wesed later, trees provide a
powerful way of conceptualize the computation of warrargegiments. Next, we will
define mappings which allow to re-formulate a bundle $gtas a dialectical tre@ 4
and viceversa.

Definition 12 (Mapping T). LetT be an argumentative theory, and I&f be a bundle
set of argumentation lines rooted in an argumehof 7. We define the mapping

T: p(Linesy) \ {0} — Treeq

asT(S4) =aw Za, Where Lines 4 is the setif all argumentation lines rooted .it,
Tree 4 is the quotient set dfree 4 by =, and7 4 denotes the equivalence class7of.

2 The functionshead(A) andtail(A) have the usual meaning in list processing, returning the
first element in a list and the list formed by all elements except the figterively.
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Proposition 1. For any argument4 in an argumentative theory, the mappindl is a
bijection?

As the mappindl is a bijection, so that we can define also the inverse mapping
S =gef T—! which allow us to determine the acceptable set of argumentéihes
corresponding to an arbitrary dialectical tree rooted im@umentA. In what follows,
we will use indistinctly aset notation(an acceptable bundle set of argumentation lines
rooted in an argumerd) or atree notation(a dialectical tree rooted id), as the former
mappingsS andT allow us to go from any of these notation to the other.

Proposition 2. LetT" be an argumentation theory, and I8 be an acceptable bundle
set of argumentation lines rooted in a given argumdntS 4 = {A1, A2, ..., A, }. Let
5:4 = {\},.. ., AL, m < n, be a set of initial argumentation segments, where every
Ai = [Aily,, forsomek; <[ A; |7 < m. Let

S" =8 \{re Sy | there exists\" € 57y and )\ extends\}. Q)
ThenS” is also an acceptable set of argumentation lines rooted.in

The following proposition shows that dialectical trees barthought of as compo-
sitional structures, in the sense that any subﬁjeof a dialectical tree7 4 is also a
dialectical tree.

Proposition 3. LetT be atheory, and 4 a dialectical tree inl". Then it holds that any
subtreeT”, in 74 rooted inAis also a dialectical tree wri’".

2.3 Acceptable dialectical trees

The notion of acceptable argumentation line will be usedharacterize acceptable
dialectical trees, which will be fundamental as a basis domfalizing the computation
of warranted argumenti our setting.

Definition 13 (Acceptable dialectical tree).Let T be a theory, a dialectical tre@ 4
in T is acceptable iff every argumentation line in the assoddiendle seS(7,4) is
acceptable. We will distinguish the sub®&Eree 4 (resp.A%veer) of all acceptable
dialectical trees inTree 4 (resp.Treer).

As acceptable dialectical trees are a subclass of diaddtmes, all the properties
previously shown apply also to them. In the sequel, we wilt jurite “dialectical trees”
to refer to acceptable dialectical trees, unless statezhotbe.

Definition 14 (Exhaustive Dialectical tree).A dialectical tree7 4 will be calledex-
haustiveiff it is constructed from the sef 4 of all possible exhaustive argumentation
lines rooted inA, otherwiseZ 4 will be calledpartial

Besides, the exhaustive dialectical tree for any arguméitn be proven to be
unique (up to an equivalence).

3 Due to space constrains proofs will be omitted.
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Fig. 1. (a) Exhaustive dialectical treEs,, for Example 6; (b) resulting tree after applying and-or
marking; (c)—(d) two other exhaustive dialectical trees belonging todb&alence clasg.,

Proposition 4. LetT be a theory, for any argument in 7' there is a unique exhaustive
dialectical tree7 4 in T' (up to an equivalence wet . as defined in Def. 11).

Acceptable dialectical trees allow to determine whethertiot node of the tree is
to be accepted (ultimatelyndefeateylor rejected (ultimatelylefeated as a rationally
justified belief. Amarking functionprovides a definition of such acceptance criterion.
Formally:

Definition 15 (Marking criterion). LetT be a theory. A marking criterion fdf' is a
functionMark : Tree,, — {D,U}. We will writeMark(7;) = U (resp.Mark(7;) = D)
to denote that the root node @f is marked ad/-node (resp.D-node).

Definition 16 (Warrant). LetT be an argumentative theory amdiark a marking cri-
terion for T'. An argument4 is a warranted argumerfbr just warranj wrt a marking
criterion Mark in 7' iff the exhaustive dialectical tre€ is such thaMark(74) = U.
We will denote a marked dialectical tree ASy.

3 Answers andd-Explanations

An argument is a piece of reasoning that supports a dainom certain evidence. The
tenability of this claim must be confirmed by analyzing otagjuments for and against
such claim. Next, we will definqueries answersandexplanationsn the abstract con-
text introduced in the previous Section.

The dialectical process for warranting a claim involvesifigdthe arguments that
either support or interfere with that claim. These argumané connected through the
defeat relation and are organized in dialectical treese@®esthat given a claim there
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could exist inT" different arguments that support it, and each argumentysillerate a
different dialectical tree.

Definition 17 (T-Queries).LetT be an argumentation theory. Frquery @ posed to
the theoryl” will represent the process of finding out the existence, badvarranting
status, of the posible arguments f@rand Q.

We will show below that the returned answer &@mwill be only the result of analyz-
ing a set of dialectical trees that have been built and censitlas to support this answer.
Thus, to understand why a query has that particular anstisregsential to consider
which arguments have been considered and what conneckimgmong them.

It is important to notice thaé-Explanations are at the crux of an argumentation
system whose proof procedure is based on the constructidialeictical trees. They
present the reasoning carried out by the system, and thmy tdlvisualize the support
for the answer given. It is clear that without this infornoatit will be very difficult to
understand the returned answer.

Definition 18 (0-Explanation). Let T' be an argumentation theory and |€l be a
claim. LetA,,...,A, be all the arguments fo€ from T, and By,. . .,53,, be all the
arguments forQ from 7. Then, theexplanatiorfor Q in T is the set of marked dialec-
tical trees€,. (Q) = {74, - T, Y U{T Byr- T B, }-

Now it is possible to defing-answers in terms of the associate&xplanations.

Definition 19 (T-answer).Given an argumentation theoff) and a queryQ, the an-
swer forQ is:

- YES, if at least one tree if,. (Q) warrants@.

NO, if at least one tree i€,.(Q) warrantsQ.

UNDECIDED, if £,.(Q) is non empty, but no tree ifi, (Q) warrantsQ nor Q.
UNKNOWN, if there is no argument fof) in 7.

Notice that if there is a dialectical that shows that an argiwarrants) then there
is no argument that warrantg.

4 Answers andd-Explanations in DELP: A Reification

Next, we will definequeries answersandexplanationausing the framework provided
by DELP (see [11] for full details on BLP). Extending the abstract presentation above,
we will introduce two types of queries: ground (calle&ldP-queries) and schematic.
For both types of queries we will define explanations and a twagbtain the corre-
sponding answer, that iSES, NO, UNDECIDED OF UNKNOWN.

Definition 20 (DeELP-queries).A DELP-queryis a ground literal thatDeLP will try
to warrant. A query with at least one variable will be callsdhematic quergand will
account for the set dDEL P-queries that unify with the schematic one.

4 The notationQ is used to represent the complementivith respect to strong negatioire.,
a=~a and~a=a.



26 A.J. Garta, C.l. Cheflevar, N.D. Rotstein, and G.R. Simari

In DELP, 0-Explanationsfor answers will be the set of dialectical trees that have
been explored to obtain a warrant for that query. The defimiior ad-Explanation for a
DELP-query follows, whereas explanations for schematicigaewill be introduced by
the end of this Section. It is clear that without the inforipatregarding the dialectical
trees it will be very difficult to understand the returnedwes Next, we will introduce
explanations for ground queries and we will generalize thamschematic queries.

Definition 21 (0-Explanations for a DELP-query).

Let P be aDELP-program and@ a DELP-query. Let{Ag, Q),. . .,(A,, Q) be all the
arguments forQ from P, and (B, Q),. . .,(B., Q) be all the arguments fo€) from
P. Then, theexplanationfor @ in P is the set of marked dialectical tre€% (Q) =

{T?Ao, Q>’ . "T?An, Q>} U {T?Bma),. . "T?Bm,@>}'
Using these concepts we can definellP-answers.

Definition 22 (DeLP-answer).Given aDELP-program”P and aDELP-query@, the
answer forQ is:

- YEs, if at least one tree i€p (Q) warrantsq.

NO, if at least one tree il€p (Q) warrantsq.
UNDECIDED, if no tree in€p (Q) warrants( nor Q.
UNKNOWN, if @ is not in the signature oP.

Example 7.Consider the BLP-program(I;, A7) where:

bird(X) < chicken(X)
chicken(little) flies(X) — bird(X)

IT; = ¢ chicken(tina) Ar=q flies(X) — chicken(X), scared(X)
scared(tina) ~flies(X) — chicken(X)
bird(rob)

From the DELP-program(I7,, A7) the following arguments can be obtained (due to
space restrictiongina’ will be abbreviated tot' and ‘flies(tina)’ to ‘f'): (A, f) =
({flies(t) — bird(t)}, flies(t)), (Az, ~f) = ({~flies(t) —< chicken(t)}, ~flies(t)),
and(As, f)=({flies(t) — chicken(t), scared(t)}, flies(t)). The argumentAs, ~f)
defeats(A4;, f), (As, f) defeats(As, ~f), and[ (A, f), (A2, ~f), (As, )] is an ac-
ceptable argumentation line.

Figure 2 shows thé-Explanation for the BLP-query ‘flies(tina)’, where two di-
alectical trees forflies(tina)’ are marked U”. Therefore, flies(tina)’ is warranted
and the answer i8Es. Note that thej-Explanation of Figure 2 is also an explanation
for query ‘~flies(tina)’ whose answer iNO. Finally, observe that the answer for
‘walks(tim)’ is UNKNOWN, because it is not in the program signature.

Remark 2.The explanation for complementary literals will always be same, since
it is composed by both the trees for the literal and the treegs complement.

As we will show in the examples below, the semantics of thgEnms issensitive
to the addition or deletion of rules and facts. That is, a neet &dded to a program
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flies(tina) ~flies(tina) flies(tina)
AX
fli68|timl,)4;ﬂiss tina) flies(tina)
‘h U “!D “g U

Fig. 2. 6-Explanation forflies(tina)

can have a big impact on the number of arguments that can kefrom the modi-

fied program. Taking into account this characteristic anmbimering the many possible
interactions among arguments via the defeat relation (#zat to the construction of
different dialectical trees)-Explanations become essential for understanding the rea-
sons that support an answer.

Example 8.Consider the BLP-program {75, Ag): ITs = {q,t}, As = {(r —< q),
(~r — ¢,8),(r — s),(~r — )}, where the following arguments can be built:
(Ra,~r) = ({~r — t},~r), and(Rq,r) = ({r — ¢}, r). From this program the an-
swer for the queryr”’ is UNDECIDED, and Figure 3 shows it&Explanation. Note that,
although the literal ‘s’ is in the program signature (in thedi of a rule), there is no
supporting argument for it. Therefore, the answer for que'ris UNDECIDED, and the
d-Explanation is the empty setd. &7, A, (s)=0).

Af?\ﬁ @\Af

Fig. 3. 5-Explanation? ;7 A (r)

Remark 3.DELP-queries withuNKNOWN answers always have an emptxplanation.
However, DELP-queries that haveNDECIDED answers may have empty or non-empty
explanations. Finally, BLP-queries withvyEs or NO answers will always have a non-
empty explanation.

Example 9.(Extends Ex. 8) In this example we see how the introductioa single
fact in (ITg, Ag) makes a significant difference ElH&AS)(T). Consider the BLP-
program(IlgU{s}, Ag) where the facts’ is added to the program of Example 8. If we
query for ' again, we get the answero with the §-Explanation shown in Figure 4.
Note that this)-Explanation consists now of two more trees than the onedrptbvi-
ous example. This is so because there are two newly genasjathents{R 3, r) =
({r— s},r),and(Ry, ~r) = ({~r— ¢q,s},~r)

Itis our contention that, in BLP, the answer for a query should be easily explained
by presenting the user the associated dialectical treem Hris set of trees the answer
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~T

A A kK
PANNANEP AN
h Ak Rike K

Fig. 4.4-Explanatione 7, AS)(T)

becomes thoroughly justified, and the context of the quergvusaled. The following
examples have more elaborate&lIP-programs and thé-Explanations show that a
defeaterD for A may attack an inner point oA.

Example 10.Consider the BLP-program {71¢, A1o), whereil,, = {c,e, f} and
A {(a-< b), (b—< ¢), (~b—< d), (d— e), (~d— f,e), (~b— e),}
10 (a—~ 2), (@—<¢c), (~x—<¢e), (a—< h), (h— f), (~h — i)

the following arguments can be built4,,a) = ({(a — h),(h— f)},a)
(B1,b) = {{b— c},b)  (Bz,~b) = ({~b— e},~b)

(Dy,d) ={{d— e},d) (Da,~d) =({(~d— f,e)},~d)

(X,2) ={{z — chx) (X, ~ax)={~z—< e}, ~x)

From (I1,9, A1) the answer ford’ is YES, and the answer for~¥a’ is NO. As
stated in Remark 2, although both queries have differenvarss they both have the
samed-Explanation, which is depicted in Figure 5.

a
A
b \p

a
A
€T
B! )

~, T
o/ S

Fig. 5. 6-Explanationt 7, A, ()

. A

From the DELP programmer point-of-viewj-Explanations give a global idea of
the interactions among arguments within the context of ayquenis is an essential
debugging tool when programming: if unexpected behavigear the programmer can
check the given explanations to detect errors.

In the previous examples we have not shown an explanatiaciassd with a query
with anuUNKNOWN answer, because this type of answers have an ednlaigplanation.
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In a similar manner, observe that queries that do not cooresto the intended domain
of the program will return the answeNnkKNOWN. This will capture errors like querying
for “fly” instead of‘flies” , or a query liké'penguin(X)” in Example 7.

Now we will extend the notion of explanation to encompssisematic queriesA
schematic query is a query that has at least one variablé@fégtion 20), and hence
it represents the set of#l P-queries that unify with it. We will extend the definitiofi o
0-Explanation to include schematic queries. In thelLIP-program of Example 7, the
schematic querylies(X) will refer to flies(tina) and flies(little).

Observe that there are actually infinite terms that uniffhwériableX. However,
all queries with terms that are not in the program signatullgpvoduce anUNKNOWN
answer and therefore an empty explanation. Thus, the sesta#rices of a schematic
query that will be considered for generating an explanatidhrefer only to those
instances of BLP-queries that contain constants from the program sigeatu

Definition 23 (Generalizeds-Explanation).

Let P be aDELP-program and@ a schematic query. LetQ1,...,Q.} be all the
instances of) so that theirDELP-answer is different fronruNKNOWN. Let Ep(Q;)
be thed-Explanation for theDELP-query @; (1 <i < z) from programP. Then, the
generalized-Explanationfor Q in P is Ep(Q) = { Ep(Q1), - .-, Ep(Q2)}

Observe that a-Explanation (Definition 21) is a particular case of a Geliezd
d-Explanation, where the séfp(Q) is a singleton.

Example 11.Consider again the ELP-program(11-, A7), and suppose that we want
to know if from this program it can be warranted that a cerfaitividual does not
fly. If we query for~flies(X), the answer isrEs, because there is a warranted in-
stance:~flies(little). The supporting argument idlifle’ was abbreviated td’ ):
(By,~flies(l)) = ({~flies(l) — chicken(l)}, ~flies(l)). The trees of the general-
ized explanation are shown in Figure 6. This explanatioo atsows that the other
instance € flies(tina)) is not warranted. Note that the answer for the schematigyque
flies(X) is also YES, but with a different set of warranted instancg@ies(tina)
and flies(rob). The supporting argument for instanc¥ = tina’ was already dis-
cussed, and the undefeated argument for instafice-rob’ is: (C1, flies(rob)) =
({flies(rob) — bird(rob)}, flies(rob)). The generalized-Explanation forflies(X)

is the same as the one feiflies(X), depicted in Figure 6 (see Remark 2).

Definition 24 (DeLP-answer for a schematic query)Given aDEL P-program? and
a schematic querg, the answer foQ is

— YEs, if there exists an instanc@; of @ such that at least one tree ifip(Q;)
warrants@;.

— No, if there exists an instana@; of @ such that at least one tree #p (Q;) war-
rants Q;.

— UNDECIDED, if for every instance); of @ that is in the signature dP, there is no
tree in&p(Q;) that warrants@); nor Q;.

— UNKNOWN, if there is no instance€); of Q) such thatQ); is in the signature oP.
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fhes(fma) ~ flies, fma) ﬂlé’9(fl7l(l) flzes( it le) ~flies IYfﬂP) flies(rob)
~ﬂ7f’€ tina) ﬂW?(fMH)) ~fues hfﬂﬁ)
/BN

flies(tina)
U

<

Fig. 6. Generalized-Explanation for ~flies(X)’

Observe that Definition 22 is a particular case of the previefinition, where there is
a single instance af.

Example 12.Consider the following BLP-program:

ZZZZE?;%Z) has_a_car(X) — adult(X)
I = Ayy = (¢ ~has_a_car(X) — unemployed(X)
unemployed(peter)
: ~has_a_car(X) — student(X)
student(annie)

where the following arguments can be buili¢s_a_car’ was replaced bycdar’, * annie’
by ‘a’, and ‘peter’ by ‘p’): (A1, car(a)) = ({car(a) — adult(a)}, car(a)),

(Ag, ~car(a)) = ({~car(a) — student(a)}, ~car(a)),

(Py,car(p)) = ({car(p) — adult(p)}, car(p)), and

(Pa, ~car(p)) = ({~car(p) — unemployed(p)}, ~car(p)).

When querying forhas_a_car(X)’, variable ‘X" unifies with both annie’ and ‘peter’.
Then, DELP builds arguments for both instancet; and.As for ‘ X = annie’, and P
andP, for ‘ X = peter’. From Figure 7, it is clear that no argument is undefeaited,
there is no tree that warrantsds_a_car(X)’, for either of the two instances. Therefore,
the answer i NDECIDED, and the variable remains unbound.

AND

~car(annie) car ((mme’) ~ (’%eter) car(peter)
U U
2 A

Fig. 7. Generalized-Explanation for has_a_car(X)’

car(annie) ~car(anme) (’m(pm‘er) ~c%peter}

Schematic queries give us the possibility of asking moreegdmuestions than
ground queries. Now we are not asking whether a certain mie&aowledge can be
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believed, but we are asking if there exists an instance tfikae of knowledge (related
to an individual) that can be warranted in the system. Thidcctead to deeper reason-
ing as we may pose a query, gather the warranted instancesatidue reasoning with
those individuals.

Thed-Explanations system receives &llP-progranP, a queryQ, and an argument
comparison criteriot€, and returns a-ExplanationEX and the corresponding answer
ANS. The system is described by the following algorithm in a &gelike notation:

d_Expl anati ons(P, C, Q EX, ANS): -
warrants(P, Q C, WsQ , conplenent(Q NQ, warrants(P, NQ C, WBNQ) ,
get _trees(WBQ WBNQ EX), get_answer (Q WSQ WENQ ANS) .

get _answer (_, WsQ WBNQ, yes):-WsQ \= [].

get _answer (_, WsQ WBNQ no) : -WBNQ \= [].

get _answer (Q _, _, unknown):-not _in_signature(Q.
get _answer(_, , ,undeci ded).

The above described system is fully implemented and offeppart for queries,
answers and explanations. Explanations are written int§Mh file, which is parsed
by a visualization applet. The visualization of trees bglag to dialectical explanations
is enhanced by allowing the user to zoom-in/out, implodae argumentstc The
internal structure of an argument is hidden when implodamgl a unique tag is shown
instead.

Lemma 1l (#-Explanation Soundness)Let P be aDELP-program,C an argument
comparison criterion, and) a schematic query posedf Let E be thej-Explanation
returned in support of the answek. ThenF justifies (Definition 244.

Lemma 2 (@-Explanation Completeness)Let P be aDELP-program,C an argu-
ment comparison criterion, an@ a schematic query posed ®. Let I/ be thed-
Explanation returned in support of the answér Then E' contains all the possible
justifications (Definition 24) for any instance df

5 Conclusions

In this paper, we have addressed the problem of providintaeation capabilities to an
argumentation system. This is an important, and yet undpeel field in the area. Our
focus is put on argumentation systems based on a dialeptinaf procedure, studying
dialectical explanationsWe have defined an abstract system and a concrete reification
with explanation facilities. We consider the structurest orovide information on the
warrant status of a literal. As the system has been implezdente are developing
applications that use thieExplanation system as subsystem.
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