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Abstract. This article introduces the notion of dynamics for abstract argumenta-
tion frameworks. We consider evidence as the basis from which arguments may be
considered valid. The proposed Dynamic Argumentation Framework (DAF) is a
refinement of Dung’s abstract framework (AF), enriched with additional features.
Since an instance of a DAF is equivalent to an AF, the former could be viewed as
a template to build different AFs, applying the same knowledge to different situa-
tions. This equivalence is important, as we can take advantage of the vast amount of
study on argumentation semantics for AFs to apply it to our approach. The DAF’s
aim is to provide a well-structured knowledge representation tool that allows for
the definition of dynamics-aware argumentation-based systems.

1. Introduction and Background

In this article we present a new abstract argumentation framework, the Dynamic Argu-
mentation Framework (DAF), capable of dealing with dynamics through the considera-
tion of a varying set of evidence. Depending on the contents of the set of evidence, an
instance of the framework will be determined, in which some arguments hold and others
do not. The extended formalisation, which is coherent with classical abstractions, will
provide the opportunity to tackle new problems and applications involving dynamics, in
a natural manner. Lately, frameworks for abstract argumentation have gained wide ac-
ceptance, and are the basis for the implementation of concrete formalisms. The origi-
nal proposal by Dung [7] defines an abstract framework along with several notions of
acceptability of arguments. Since then, many extensions were introduced to enrich this
approach, not only by defining new semantics (i.e., ways of accepting arguments) [2],
but also by adding properties to the framework [8,14], thus broadening the field of appli-
cation of the original contribution. The objective of this paper is thus two-fold: to extend
the existing theory, but also to enrich current abstract models.

The DAF’s purpose is to extend the usual representational capabilities of argumen-
tation in order to model knowledge dynamics in a proper way. So far the DAF has proved
to be appropriate as the basis for “argument theory change”, an argumentation-based
model of change that incorporates concepts from belief revision into the field of argu-
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mentation [9,11]. Similarly, ongoing work constitutes the DAF being used as the foun-
dation to formalise dialogue, which can be implemented as an argumentation framework
common to all participants. As will be clear throughout the article, the DAF allows to
cope with the progression of the dialogue, providing simple operations to incorporate
new arguments and conflicts, as well as to change preferences. These modifications could
be triggered by the dialogue itself.

The framework defined here is a refinement of Dung’s, and takes a step forward into
a not-so-abstract form of argumentation. In the literature, an argument is treated as an
indivisible entity that suffices to support a claim; here arguments are also indivisible, but
they play a smaller role: they are aggregated into structures. These argumental structures
can be thought as if they were arguments (in the usual sense), but we will see that they
do not always guarantee the actual achievement of a claim. We will explicitly distinguish
a set of premises and a claim in each argumental structure. The consideration of these
features (i.e., premises, inference and claim) has been part of the literature on logic and
argumentation from the early stages of the area (see [12,13] and more recently in [5]). Fi-
nally, an equivalence to Dung’s classical framework is provided through what we call the
active instance of the DAF. In this way, instead of presenting a particular formalisation
for argumentation semantics, we reutilise the results achieved in the literature.

2. Arguments, Argumental Structures

In this section we give the preliminary definitions from which the dynamic framework
can be built, namely evidence, argument, and argumental structures.

2.1. Evidence and Arguments

Arguments are pieces of reasoning that provide backing for a claim from a set of
premises. In argumentation theory, it is usually assumed that these premises (thus, the ar-
guments they belong to) always hold, since frameworks show a snapshot of what is hap-
pening. However, as we are defining a dynamic system, it is natural to consider that evi-
dence is in continuous change, therefore some premises could be eventually unsatisfied.
We must distinguish between what we call active and inactive arguments. An argument
is deemed as active if it is capable of achieving its claim. This depends on whether the ar-
gument’s premises are satisfied, i.e., available either as evidence or claims of other active
arguments. The difference is that evidence is beyond discussion, whereas an argument’s
claim could be dismissed if that argument is defeated. On this matter, a piece of evidence
could be considered as a claim supported by an “empty” argument, or it could be treated
separately, as a unique entity. In this article, we choose the latter option; although we
accept that the notion of evidence could be related to that of a claim, we also believe it
represents a different concept. If, for instance, an argument is devised to represent that a
reason for a sentence α holds with no support for it, an “empty” argument for α may be
used. Such an argument could be thought as a presumption.

Evidence, premises and claims are assumed to belong to a common domain, an ab-
stract language “L”. A similar argumentation framework (without capabilities for han-
dling dynamics) considering L as first-order logic was introduced in [10]. Throughout
this article, we will assume sentences in L as literals, and use the complement notation



to express contradictory literals such as α and α. As said before, an argument’s premises
provide backing for the claim, however, this does not mean that the claim is inferred (or
entailed) from its premises. In turn, an argument is considered an indivisible reasoning
step, abstracting away from the concrete connection behind premises and claim.

When speaking of a set of evidence, we will assume that it is a consistent set of
sentences in L representing the current state of the world. Evidence is considered an
indivisible and self-conclusive piece of knowledge that could come, for instance, from
perception or communication, or might be just an agent’s own knowledge (e.g., its role).
As stated before, evidence “triggers” some arguments, rendering them active.

Definition 1 (Argument ) Given a language L, an argument A is a reasoning step for
a claim α ∈ L from a set of premises {β1, . . . , βn} ∈ 2L such that βi 6= α, βi 6= α, βi 6=
βj , for every i, j, 1 ≤ i, j ≤ n.

Given an argumentA, we will identify both its claim and set of premises through the
functions cl(A) and pr(A), respectively. Given pr(A) = {β1, . . . , βn} and cl(A) = α,
the interface of A is denoted as the pair 〈{β1, . . . , βn}, α〉.

Example 1 Assume an argument A for considering a route as being dangerous (noted
‘dr’) because there are known thieves in that area (‘th’) and security there is poor (‘ps’);
the interface of A is 〈{th, ps}, dr〉. Consider also an argument B saying that underpaid
cops might provide poor security; the interface of B is 〈{upc}, ps〉.

The notion of conflict is central in any argumentation system, and the DAF will be
provided with a set containing every pair of conflicting arguments. Since the domain L
could include positive and negative sentences, some conflicts will automatically belong
to such a set, as formalised in Def. 2. However, the conflict relation should allow for
conflicts beyond the ones that are syntactically distinguishable. For instance, arguments
for go_right and go_left could be declared as conflicting, rather than building artificial
arguments to derive the negation of the other’s claim.

Definition 2 (Conflict between Arguments) Given a set Args of arguments, the set
./ ⊆ Args × Args denotes a conflict relation over Args, verifying ./ ⊇ {(A,B) |
A,B ∈ Args, and either cl(A) = cl(B) or cl(A) ∈ pr(B)}.

Pairs representing conflicts between arguments model a symmetrical relation,
i.e., (A,B) = (B,A); in the examples only one of these pairs will be indicated. Follow-
ing Def. 2, we will consider not only arguments whose claims/premises are syntactically
in conflict, but also those specified by the knowledge engineer.

The following definition imposes conditions for an argument to be considered co-
herent. This will prevent fallacious arguments from becoming active. This will be clear
next, with the definition for an active argument.

Definition 3 (Coherent Argument) An argumentA is coherent wrt. a set E of evidence
iff A verifies: (consistency wrt. E) cl(A) /∈ E; (non-redundancy wrt. E) cl(A) /∈ E.

Redundant arguments wrt. evidence are not harmful, they just introduce unneces-
sary information –evidence is beyond discussion and needs no reasons supporting it. In
opposition, inconsistent arguments wrt. evidence may be harmful, since they could be



activating other arguments, turning that reasoning chain into a fallacy, requiring further
restrictions for the construction of valid reasoning chains.

As stated before, the active/inactive status of an argument might involve other ar-
guments: sometimes it is not evidence what will be directly activating arguments, but
supporting arguments, i.e., arguments achieving a premise of others.

Definition 4 (Supporting Argument) An argument B is a supporting argument of an
argument A iff cl(B) ∈ pr(A). Let cl(B) = β, then we say that B supports A through β.

Definition 5 (Active Argument) Given a set Args of arguments and a set E of evi-
dence, an argument A ∈ Args is active wrt. E iff A is coherent and for each β ∈ pr(A)
either β ∈ E, or there is an active argument B ∈ Args that supports A through β.

Example 2 From Ex. 1, given a set of evidence E2 = {th, upc}, then A is active, be-
cause it can be activated by the evidence ‘th’ and the active (supporting) argument B
for ‘ps’. Instead, if we consider a set of evidence Eps = {ps} ∪ E2, then argument B
would be incoherent due to its redundancy wrt. Eps. In contrast, if we consider the set of
evidence Enps = {ps}∪E2, then argument B will again be incoherent, because it would
be inconsistent wrt. Enps. In both cases, B would not be active because is incoherent.
Regarding A, from the set Eps, it becomes active directly from evidence, whereas from
the set Enps, it ends up being inactive since its premise ‘ps’ is left unsupported.

An argument could be inactive because: it might not have enough evidence and/or
active arguments to support it, and/or it might not be coherent. In both cases an inactive
argument fails in being a support for reaching its associated claim.

2.2. Argumental Structures

The aggregation of arguments via the support relation needs further formalisation, giving
rise to the concept of argumental structure. This is a core element of the framework.

Definition 6 (Argumental Structure) Given a set Args of arguments, an argumental
structure for a claim α from Args is a tree of arguments Σ verifying:

1. The root argumentAtop ∈ Args, called top argument, is such that cl(Atop) = α,
and is noted as top(Σ);

2. A node is an argument Ai ∈ Args such that for each premise β ∈ pr(Ai) there
is at most one child argument in Args supporting Ai through β.

Regarding notation for an argumental structure Σ:

• The set of arguments belonging to Σ is noted as args(Σ).
• The set of premises of Σ is: pr(Σ) =

⋃
A∈args(Σ)(pr(A)) \

⋃
A∈args(Σ)(cl(A)).

• The claim of Σ is noted as cl(Σ) = α.

Note that the pr(·) and cl(·) functions are overloaded: now they are applied to argu-
mental structures. This is not going to be problematic, since either usage will be rather
explicit. It is important to stress that, within an argumental structure, a premise of an ar-
gument cannot be supported by more than one argument. Leaves are arguments in which



all premises are not supported by any other argument in the argumental structure. From
now on, when clear enough, we will refer to argumental structures just as “structures”.

The notion of argumental structure is similar to an argument in the argumentation
system proposed in [3]. That system uses a propositional knowledge base, and an argu-
ment is a pair 〈φ, α〉, where φ is a minimal consistent set of formulae that derives the
sentence α. Set φ resembles the set of arguments in an argumental structure of the DAF,
and the derivation is analogous to the tree of arguments where premises are supported
by either evidence or other arguments. The properties of consistency and minimality will
be fulfilled by Def. 8 for a well-formed argumental structure, and Lemma 1 proving the
minimality of active argumental structures.

Example 3 From Ex. 2 we have the argumental structure Σ3, such that args(Σ3) =
{A,B}, where its set of premises is pr(Σ3) = {th, upc} and its claim is cl(Σ3) =
cl(A) = dr.

The definition for an argumental structure is not enough to ensure a sensible knowl-
edge representation, e.g., it allows for contradictory claims in a pair of arguments in
the same structure. Next we define what is considered a well-formed argumental struc-
ture, establishing properties ensuring a sensible knowledge representation, independently
from any set of evidence. Hence, all knowledge can be validated, active or not.

Definition 7 (Transitive Support) Given a set Args of arguments, an argument Ai

transitively supports an argument Ak within Args iff there is a sequence [Ai, . . . ,Ak]
of arguments in Args where cl(Aj) ∈ pr(Aj+1), for every j such that i ≤ j ≤ k − 1.

Definition 8 (Well-Formed Argum. Structure) Given a set Args of arguments and a
conflict relation ./ overArgs, a structure Σ ∈ Args is well-formed wrt. ./ iff it verifies:

• (Premise Consistency) There are no α, β ∈ pr(Σ) such that α = β;
• (Consistency) For each argumentA ∈ args(Σ) there is no argument B ∈ args(Σ)

such that A./B;
• (Non-Circularity) No argument A ∈ args(Σ) transitively supports an argument
B ∈ args(Σ) if cl(B) ∈ pr(A);

• (Uniformity) IfA ∈ args(Σ) is a child of B ∈ args(Σ) in Σ’s tree andA supports
B through β, then A is a child of every Bi ∈ args(Σ) in Σ’s tree such that
β ∈ pr(Bi), supporting Bi through β.

The domain of all well-formed argumental structures wrt. Args and ./ is denoted as
str(Args,./).

Since a set of evidence is always consistent, a structure with inconsistent premises
would never become active (see Def. 14). However, as stated above, it is useful to vali-
date also inactive argumental structures, for instance, when performing hypothetical or
abductive reasoning. The property of consistency invalidates inherently contradictory ar-
gumental structures. The requirement of non-circularity avoids taking into consideration
structures yielding infinite reasoning chains. Finally, the restriction of uniformity does
not allow heterogeneous support for a premise throughout a structure. These constraints
are defined so that we can trust a well-formed structure as a sensible reasoning chain,
independently from the set of evidence. The role of the set of evidence is considered by
the concept of active argument, which is addressed by Def. 14.



Definition 9 (Argumental Substructure) Given two argumental structures Σ,Σi from
a set of argumentsArgs, Σi is an argumental substructure of Σ iff args(Σi) ⊆ args(Σ).
If args(Σi) ( args(Σ) then Σi is a proper argumental substructure of Σ.

Note that not any subset of the set of arguments of a given structure is a substructure
of it. When convenient, argumental substructures will be referred just as “substructures”.
In the literature, a defeat relation is usually assumed, establishing ordered pairs in which
the first component defeats the second one. In the DAF, the defeat relation between argu-
mental structures is obtained through the application of a preference function over con-
flicting pairs. Conflict is propagated from arguments up to structures, and a preference
function determines which argument (supported by the corresponding structure) prevails.

Definition 10 (Conflict between Argumental Structures) Given a set Args of argu-
ments, a conflict relation ./ over Args, and two argumental structures Σ1,Σ2 ∈
str(Args,./), structure Σ1 is in conflict with Σ2 iff top(Σ1)./top(Σ2). Conflict between
structures is denoted as “�”.

It could be natural to assume that a conflict Σ1�Σ2 should be inherited up to every
structure containing Σ2. However, we are interested in the recognition of the precise
argumental structures that are the source of conflict.

Definition 11 (Preference Function) Given a set Args of arguments, a conflict rela-
tion ./ over Args, and two argumental structures Σ1,Σ2 ∈ str(Args,./), the pref-
erence function is pref : str(Args,./) × str(Args,./) → str(Args,./) ∪ {ε} such that
pref(Σ1,Σ2) = [Σ1 | Σ2 | ε] determines the preferred argumental structure; if none is
preferred, the function returns ε.

The preference function is defined over argumental structures and not over argu-
ments, since, in order to decide which argument prevails, all the knowledge giving sup-
port to them should be considered. Moreover, when facing different scenarios, the same
argument might be active from different active argumental structures and, consequently,
the preference could change along with evidence. In this article no particular preference
function will be analysed, in the examples, preferences will be given explicitly.

Example 4
Consider the argumental structures on the right, and as-

sume the conflict relation includes only the pair (A1,A3) and
that the preference function determines: pref(Σ1,Σ3) = Σ1

and pref(Σ2,Σ3) = Σ3. For the set of evidence {a, b, e}, Σ1

and Σ3 are active, in conflict, and Σ1 prevails. If the set of ev-
idence changes to {c, e}, Σ1 would be inactive because A2 be-

c

d

A
1

A
2

a  b c

d

A
1

e

¬d

A3

Σ1 Σ2 Σ3

comes redundant wrt. evidence, Σ2 would turn to active, and Σ3 remains active. In this
case, Σ3 is preferred to Σ2. If the preference function had been defined over arguments,
this would had been impossible to represent, since there would be no means to model
that A1 is preferred to A3 at one moment, and that this relation is later on inverted.

Definition 12 (Defeat between Argumental Structures) Given a set Args of argu-
ments and a conflict relation ./ over Args, an argumental structure Σ1 ∈ str(Args,./)

defeats Σ2 ∈ str(Args,./) iff there is an argumental substructure Σi of Σ2 such that
Σ1�Σi and pref(Σ1,Σi) = Σ1. The structures defeat relation is denoted as “⇒”.



When a structure defeats another, the attack comes from the claim of the former to
any claim of a substructure of the latter. The attack is not directed to an argument, but to
a substructure, which is the actual portion of the structure under attack.

3. The Dynamic Argumentation Framework

We have built our approach as a refinement of Dung’s argumentation framework [7]
(from now on, simply “AF”). This framework is defined as a pair containing a set of
arguments and a defeat relation ranging over pairs of them. The objective of our approach
is to extend this theory to handle dynamics. To cope with this, we consider a set of
available evidence, which determines which arguments can be used to make inferences.
In Dung’s approach, the consideration of a changing set of arguments would involve
passing from a framework to another, but how do these frameworks relate to one another?
As explained later, they could be considered as instances of a more general framework.

Definition 13 (Dynamic Argumentation Framework (DAF)) A DAF is a tuple
〈E,W, ./, pref〉, composed by a set E of evidence, a working set W of arguments, a
conflict relation ./ ⊆W ×W, and a preference function pref defined over str(W,./).

The working set of arguments contains every argument that is available for use by the
reasoning process. At a given moment, only the subset of active arguments will represent
the current situation. The acquisition or removal of knowledge can be reflected into the
working set, which would automatically affect the set of active arguments. Different
instances of the set of evidence determine different instances of the DAF. Thus, when
“restricting” a DAF to its associated set of evidence, we can obtain an AF in the classical
sense, i.e., a pair in which every argument is active, and the attack relation contains pairs
of them. This “restriction” is called active instance, addressed in Sec. 3.1.

Example 5
Consider the structure of Ex. 3, in which knowing that there are

thieves in a place and that cops in that area are underpaid leads us
to think that that route is going to be dangerous (noted as ‘dr’). As-
suming that there are many cops (‘mc’) in the location, we have a
reason to think that security there is good (‘gs’). Another argument
for this claim is that cops are volunteer (‘vc’), thus more motivated
to do a good job. Nonetheless, if cops are foreigners (‘fc’), thus un-
acquainted with the place (un), they might give the idea of poor se-
curity there (‘ps’). From this knowledge we can build the structures
depicted on the right.
Thus, we have a DAF 〈E5,W5, ./5, pref5〉, where the working set of
arguments is W5 = {A1,A2,A3,B1,B2,B3}. Let consider a set of
evidence E5 = {mc, upc, th} along with an empty attack relation

mc
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A
2

th  ps
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A
3
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A
1

Σ2 Σ13

vc

gs

B
1

un

ps

B
2

fc

B
3

Σ1 Σ32

R5 = ∅. Then, from set W5, argumentsA1,A2 andA3 are active wrt. E5, thus reaching
their claims gs, ps and dr. The latter claim is achieved via the argumental structure Σ13,
whose top argument isA3. The remaining arguments B1, B2 and B3 are inactive, as well
as structures Σ1 and Σ32, since they have unfulfilled supports wrt. E5 and thus cannot
reach their claims.



3.1. Active Instance of a DAF

A subset of the working set is considered as the set of active arguments wrt. the set of
evidence. This set will contain those arguments that are to be taken into account to reason
in concordance with the current situation: given a DAF 〈E,W, ./, pref〉, A = {A ∈W |
A is active wrt. E}. Next we define the notion of active argumental structure. This will
allow us to recognise those structures that are capable of achieving their claims when
considering the current situation.

Definition 14 (Active Argumental Structure) Given a set E of evidence, a well-formed
argumental structure Σ is active wrt. E iff pr(Σ) ⊆ E and every A ∈ args(Σ) is a
coherent argument wrt. E.

This definition states an important property: the support of an active argumental
structure is composed just by evidence. This puts this concept nearer to the notion of
active argument, showing that argumental structures can be seen as arguments in the
usual way if their inner composition is abstracted away. The definition also requires every
argument to be coherent wrt. the set of evidence, therefore some well-formed structures
having their support satisfied by evidence will not be active due to some argument being
redundant and/or inconsistent wrt. the evidence.

Proposition 1 If Σ is an active argumental structure wrt. a set E of evidence, then every
argument in args(Σ) is an active argument wrt. E.

Proofs were left out of this presentation due to the lack of space. Note that the reverse
of this proposition is not true, as shown in the following example.

Example 6 Consider the set of evidence E6 = {a, b}, and three structures Σ1, Σ2 and
Σ3 such that args(Σ1) = {A1,A2}, args(Σ2) = {A1},
args(Σ3) = {A1,A3}, whereA1 = 〈{c}, d〉,A2 = 〈{a, b}, c〉
and A3 = 〈{x}, c〉, as shown on the right. From E6, Σ1 is
active, but Σ2 and Σ3 are not. Note that both Σ1 and Σ2

contain active arguments, but this condition does not ensure
them to be active.
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Ex. 6 shows that, in a way, argumental structures have to be “complete” in order to
be active. That is, they must include all the necessary arguments for their top argument
to be active. Only then the premises of these structures will be satisfied by evidence.

Proposition 2 Given a set E of evidence, an argument A is active wrt. E iff there exists
an active argumental structure Σ wrt. E such that top(Σ) = A.

Note that Prop. 2 allows for an active argument to be top argument of more than one
active argumental structure, which is correct, as described in the following example.

Example 7 Consider Ex. 6, and a set of evidence E7 = {a, b, x}. Now both Σ1 and Σ3

are active argumental structures wrt. E7 and have the same top argument.

Definition 15 (Set of Active Argum. Structures) Given a DAF F = 〈E,W, ./, pref〉,
the set of active argumental structures in F wrt. E is the maximal set S of active argu-
mental structures from F .



Proposition 3 Given a DAF F = 〈E,W, ./, pref〉, the set A of active arguments in F
wrt. E, and the set S of active structures in F wrt. E, then

⋃
Σ∈S(args(Σ)) = A.

Argumental structures are minimal in the sense that they include not more than the
necessary arguments to determine their top argument is active. This is an important prop-
erty in an argumentation setting: to prevent superfluous knowledge/information from be-
ing able to build a reason for a claim. Additionally, the incorporation of irrelevant argu-
ments to an active structure would weaken it, providing extra points of attack.

Lemma 1 Given an argumental structure Σ active wrt. a set E of evidence, there is no
argumental structure Σi active wrt. E such that cl(Σ) = cl(Σi) and args(Σi) ( args(Σ).

This lemma states that minimality is a consequence of the definition for an active
argumental structure, which requires it to be well-formed.

Definition 16 (Active Defeat Relation) Given a DAF F , the defeat relation “⇒” over
argumental structures, and the set S of active argumental structures, the active defeat
relation in F is R = {(Σ1,Σ2) ∈ ⇒ | Σ1,Σ2 ∈ S}.

Next, we define the active instance of a given DAF, which we will show that is
equivalent to an AF in the classical sense.

Definition 17 (Active Instance) Given a DAF F = 〈E,W, ./, pref〉, the active instance
of F is the AF (S,R), where S is the set of active argumental structures from W wrt. E,
and R is the active attack relation between structures in S.

Every DAF, at any moment, has an associated active instance –an AF. Therefore, all
the work done on acceptability of arguments and argumentation semantics can be applied
to the DAF here defined, just by finding its active instance the set of accepted argumental
structures can be obtained. Moreover, since structures hold a claim, we can go a step
further and consider justification of claims, either sceptically or cautiously.

DAFs can be seen as a template for generating multiple AFs representing the same
knowledge, applied to different situations. The number of active instances that can be
obtained from a single DAF is quite large. Considering that each possible subset of evi-
dence composes a different active instance of the DAF, we have that the amount of active
instances is in the order of 2|p|, where p =

⋃
A∈W(pr(A)) is the set of all premises

present in the DAF.

Lemma 2 The active instance of a DAF is equivalent to Dung’s definition for an abstract
argumentation framework.

3.2. Updating Evidence, Working Set and Conflicts

Since the set of evidence is dynamic, it defines the particular instance of the DAF that
corresponds with the current situation. In order to cope with this, the basic operations
performed over a DAF are the evidence update and erasure. This mechanism should
ensure the DAF reflects the new (consistent) state of the world.

Definition 18 (Evidence Update/Erasure) Given a DAF 〈E,W, ./, pref〉, and E1, a set
of evidence such that for every β ∈ E1, β /∈ E (resp., β ∈ E). A (multiple) evidence
update (resp., erasure) operation is 〈E ∪ E1,W, ./, pref〉 (resp., 〈E\E1,W, ./, pref〉).



The evidence update/erasure changes the instance of the DAF: it makes the set of
active arguments vary. Hence, it could be seen as a form of revision [1]. However, the
impact of evidence change in these sets neither performs nor is intended to be a formal
revision of the theory whatsoever. Furthermore, evidence change does not modify the
representation (or specification) of the knowledge about the world, but what is perceived.

Sometimes it will be mandatory to modify the working set of arguments and/or the
current attack relation in order to represent changes in the knowledge specification about
the world. Such a re-instantiation could be triggered by an external preference-handling
mechanism, or a change operation, such as those described in [9,11]. Next, we define the
expansion and contraction of a DAF by an argument, and then the analogous definitions
are given for the attack relation.

Definition 19 (Argument Expansion/Contraction) Given a DAFF = 〈E,W, ./, pref〉,
the result of the expansion (resp., contraction) of F by an argument A /∈ W (resp.,
A ∈W) is the DAF 〈E,W ∪ {A}, ./′, pref〉 (resp., 〈E,W \ {A}, ./′, pref〉, where ./′ is
defined over W ∪ {A} (resp., W \ {A}).

Both the argument expansion and contraction have an impact on the set of conflicts.
For instance, the incorporation of a new argument for α could bring about new conflicts
with every argument for α. The opposite occurs when removing an argument: all of its
associated conflicts disappear for the DAF to remain well-defined over the new work-
ing set. Those conflicts that are not syntactically detectable can be manually added or
removed via the following operations.

Definition 20 (Conflict Expansion/Contraction) Given a DAF F = 〈E,W, ./, pref〉,
the result of the expansion (resp., contraction) of F by a conflict (A,B) is the DAF
〈E,W, ./ ∪ {(A,B)}, pref〉 (resp., 〈E,W, ./ \ {(A,B)}, pref〉), with {A,B} ⊆W.

The argument/conflict expansion/contraction operations allow to change the knowl-
edge represented by the DAF. The argument expansion allows for the addition of a new
reason for a certain claim. Analogously, the deletion of a reason is allowed when it is
no longer considered as valid. It is important to note that both expansion and contrac-
tion of arguments are independent from the availability of evidence, but instead refers
to the rationale behind the argument. In the same way, conflicts between arguments can
be added/suppressed, since new conflicts can arise, and old conflicts can be no longer
justified. (This also is independent from in/active attacks.) Change over the preference
function is left out of this article, as it requires just a replacement of the original function.

These operations can be thought as the building blocks for a large number of more
complex operations. For instance, the expansion/contraction of a DAF by a framework
(W ,R), where defeat pairs in R are obtained from “./” and pref. A merge operation be-
tween frameworks can be defined, either in a prioritised or non-prioritised fashion. One
of the tasks when merging frameworks involves the determination of the new, crossed
conflicts that had arisen. The kind of prioritisation would tell how to deal with inconsis-
tency over the union of (1) the sets of evidence, (2) the working sets of arguments. A
solution for (1) is to convert the conflicting pieces of evidence (e.g., α) into arguments
(e.g., 〈{}, α〉), while for (2) the preference function could be tweaked so that structures
containing arguments in the prioritised operand are preferred to the other’s. The com-
plete formalisation of this operation is left out due to space reasons. A similar operation



is defined in [6], but performed over Dung AFs (where knowledge representation is less
complex than in the DAF). There, each AF is associated to an agent and the defeat re-
lation depends on the type of merge: it might contain only those defeats accepted by all
agents, or simply the ones they do not reject.

Example 8 Consider Ex. 5 and the defeat relation {(A2,A1), (B1,A1), (B2,B1)} :
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The active instance is the AF shown on the right, in
(a). If we update the set of evidence by adding knowledge
stating that cops are volunteer, we have that Σ1 becomes
active, as well as its attack against Σ13, leaving Σ32 as
the only inactive structure, and (Σ32,Σ1) is the only in-
active attack. The active instance of the updated DAF is
depicted in (b). Now consider we find out that cops are
foreigners and that there are few of them. We make an
update of the piece of evidence ‘fc’ and an erasure of
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(d)

‘mc’. This activates Σ32 and the attack (Σ32,Σ1), and inactivates Σ2 along with its at-
tack against Σ13. This active instance is shown in (c).
Each active instance yields a particular set of accepted arguments. If we pick the
grounded semantics: the active instance (a) accepts just the structure Σ2; the active in-
stance (b) accepts Σ2 and Σ1; and the active instance (c) accepts Σ32 and Σ13. There-
fore, with this semantics, only in the latter scenario we would believe the path we are
analyzing to pass through is dangerous.
Now consider a new scenario, in which argument B3 is dismissed due to the risk of be-
ing taken as xenophobic (though this was certainly not the intention), and suppose the
preference betweenA1 and B1 is inverted. This means that B3 has to be contracted from
the working set of arguments, and that the preference over (B1,A1) has to be inverted.
This new active instance is shown in (d).

4. Conclusions and Future Work

In this article we have presented a new approach to abstract argumentation frameworks.
Our model, as many others, is based on Dung’s AF and represents an extension that is
the basis of several research lines. From the Dynamic Argumentation Framework here
defined an active instance can be obtained. This instance was shown to be equivalent to
an AF; however, examples have shown that the DAF allows for a more powerful knowl-
edge representation than the AF, by accepting the representation of change at different
levels: evidence, arguments, conflicts, and preference. We contend that the DAF also
yields a more realistic model, by setting apart evidence from arguments, which represent
different kinds of knowledge. Agent architectures using this framework therefore could



give an explicitly separate treatment to perception and reasoning. Finally, the equiva-
lence between the active instance of the DAF and the AF is important to make the DAF
compatible with the usual argumentation semantics.

Recently, some work has been done on dynamics in argumentation; in [4], the au-
thors propose a series of principles to determine under what conditions an extension does
not change when faced to a change in the framework. This article studies another aspect
of the dynamics, centred on the impact of change over extensions. In our work, instead,
we focus on the knowledge representation, providing constraints to avoid fallacious rea-
soning chains, and leaving evidence as a separate entity. As future work, results like in [4]
will be helpful to provide an improved control of dynamics within the DAF.

Regarding future work, we are also interested in exploring the capability of reason-
ing about possible situations, and establishing a relation with the area of modal logics.
The research line involving the intersection between belief change theory and argumen-
tation will continue benefiting from the results accomplished in this dynamic framework,
specially from the formalisation of distinct sources of change. Finally, the next step is to
establish the theoretical foundations that relate the DAF with the classical argumentation
semantics notions. The main difficulty relies on the acceptance/rejection of substructures
wrt. their superstructures; for instance, it is interesting to define under what conditions
the acceptance of an argumental structure implies the acceptance of all its substructures,
and vice versa.
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